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Steering Customized AI Architectures for HPC Scientific Applications

Adaptive Optics

Seismic Redatuming



Tile Low-Rank Matrix-Vector Multiplication



Hardware Settings



Performance Results for Astronomy



Performance Results for Seismic Processing



Scaling up on Cerebras CS-2 Wafer Scale (GB23 Finalist)

48 Cerebras CS-2 systems, i.e.,

35,784,000 processing elements



Scaling up on Cerebras CS-2 Wafer Scale (GB23 Finalist)

Strong scaling up to 48 CS-2 systems

Performance comparisons against the Top5 
fastest Supercomputers

As per June 2023 Top500, 92.58 PB/s is:

- 2.3X > vs theo bw of Lumi #3

- 3X > vs theo bw of Leonardo #4 / Summit #5

- 35% > vs theo bw of Frontier #1

- close to est. sust. bw of Fugaku #2

- 3X > vs theo bw of Oceanlite


	Default Section
	Slide 1
	Slide 2: Steering Customized AI Architectures for HPC Scientific Applications
	Slide 3: Tile Low-Rank Matrix-Vector Multiplication
	Slide 4: Hardware Settings
	Slide 5: Performance Results for Astronomy
	Slide 6: Performance Results for Seismic Processing
	Slide 7: Scaling up on Cerebras CS-2 Wafer Scale (GB23 Finalist)
	Slide 8: Scaling up on Cerebras CS-2 Wafer Scale (GB23 Finalist)


